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Abstract. We present a fully automatic real-time algorithm for robust
and accurate left ventricular segmentation in three-dimensional (3D) car-
diac ultrasound. Segmentation is performed in a sequential state estima-
tion fashion using an extended Kalman filter to recursively predict and
update the parameters of a 3D Active Shape Model (ASM) in real-time.
The ASM was trained by tracing the left ventricle in 31 patients, and pro-
vided a compact and physiological realistic shape space. The feasibility
of the proposed algorithm was evaluated in 21 patients, and compared to
manually verified segmentations from a custom-made semi-automatic seg-
mentation algorithm. Successful segmentation was achieved in all cases.
The limits of agreement (mean±1.96SD) for the point-to-surface distance
were 2.2±1.1 mm. For volumes, the correlation coefficient was 0.95 and the
limits of agreement were 3.4±20 ml. Real-time segmentation of 25 frames
per second was achieved with a CPU load of 22%.

1 Introduction

Left ventricular (LV) volumes and ejection fraction (EF) are among the most
important parameters in diagnosis and prognosis of heart diseases. Recently, real-
time three-dimensional (3D) echocardiography was introduced. Segmentation of
the LV in 3D echocardiographic data has become feasible, but due to poor image
quality, commercially available tools are based upon a semi-automatic approach
[1,2]. Furthermore, most reported methods are using iterative and computation-
ally expensive fitting schemes. These factors make real-time segmentation in 3D
cardiac ultrasound challenging.

Prior work by Blake et al. [3,4] and Jacob et al. [5,6], have shown that a
state estimation approach is well suited for real-time segmentation in 2D im-
agery. They used a Kalman filter, which requires only a single iteration, to track
the parameters of a trained deformable model based on principal component
analysis (PCA), also known as Active Shape Models (ASMs) [7]. ASMs can be
trained on manually traced LV contours, resulting in a sub-space of physiologi-
cally probable shapes, effectively exploiting expert knowledge of the LV anatomy
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and function. For segmentation of 3D cardiac data, Van Assen et al. [8] intro-
duced the 3D ASM. However, there are to our knowledge no reports of real-time
implementations of 3D ASMs.

Based on the work in [3,4,5,6], real-time LV segmentation of 3D cardiac ul-
trasound was recently introduced by Orderud [9]. He used an extended Kalman
filter for robust tracking of a rigid ellipsoid LV model. Later this framework has
been extended to use a flexible spline-based LV model coupled with a global
pose transform to improve local segmentation accuracy [10]. However, expert
knowledge of LV anatomy could not be modeled directly.

To utilize expert knowledge of LV anatomy during segmentation, we propose
to use a 3D ASM for real-time segmentation of 3D echocardiograms, by extending
the framework described in Orderud [9]. The 3D ASM, trained on LV shapes
traced by an expert, gives a compact deformable model which is restricted to
physiologically realistic shapes. This model is fitted to the target data in real-
time using a Kalman filter. The feasibility of the algorithm is demonstrated
in 21 patients, where we achieve real-time segmentation of the LV shape, and
instantaneous measurements of LV volumes and EF.

2 Shape Model

A set of 496 triangulated LV training meshes were obtained from 31 patients
using a custom-made segmentation tool (GE Vingmed Ultrasound, Norway).
The training tool provides manual editing capabilities. When necessary, the user
hence did manual editing of the segmentation to make it equivalent to manual
tracing.

Building the ASM requires pair-wise point correspondence between shapes
from different patients [7,8]. We developed a reparametrization algorithm for
converting triangulated LV training shapes into quadrilateral meshes. This al-
gorithm produced meshes with 15 longitudinal and 20 circumferential segments,
with vertices approximately identifying unique anatomical positions. The meshes
were aligned separately to remove trivial pose variations, such as scaling, trans-
lation and rotation.

qi(xl)

Tl Tg

pl(xl)

qi ni 

p(x)
- -

Fig. 1. A point p(x) on the ASM is generated by first applying a local transformation
Tl described by the ASM state vector xl on the mean shape, followed by a global pose
transformation Tg to obtain a shape in real-world coordinates
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From the aligned training set, the mean vertex position qi was computed, and
PCA was applied on the vertex distribution to obtain the Nx most dominant
eigenvectors. In normalized coordinates, the ASM can be written on the form

qi(xl) = qi + Ai xl , (1)

where the position of a vertex qi is expressed as a linear combination of the
associated subspace of the Nx most dominating eigenvectors combined into the
3 × Nx deformation matrix Ai. Here, xl is the local state vector of the ASM.
The expression for the ASM can be optimized assuming that the deformation
at vertex qi is primarily directed along the corresponding surface normal ni of
the average mesh. This is done by projecting the deformation matrix Ai onto
the surface normal, giving an Nx-dimensional vector of projected deformation
modes A⊥

i = nT
i Ai. The optimized expression for the ASM can now be written

on the form

qi(xl) = qi + ni (A⊥
i xl) , (2)

reducing the number of multiplications by a factor of three.
Due to the quadrilateral mesh structure of the ASM, a continuous surface

is obtained using a linear tensor product spline interpolant. An arbitrary point
on the ASM in normalized coordinates can be expressed as pl(xl) = Tl|(u,v)
where (u, v) represents the parametric position on the surface, and the local
transformation Tl includes the deformation and interpolation applied to the
mean mesh. By coupling this model with a global pose transformation Tg with
parameters xg including translation, rotation, and scaling, we obtain a surface

p(x) = Tg(pl(xl),xg) (3)

in real-world coordinates, with a composite state vector xT ≡
[
xT

g , xT
l

]
. An

illustration showing the steps required to generate the ASM is shown in Fig. 1.
In our experiments we used 20 eigenvectors, describing 98% of the total variation
within the training set.

3 Tracking Algorithm

The tracking algorithm extends prior work by Orderud [9,10], to enable usage of
3D ASMs in the Kalman filter for real-time segmentation. This is accomplished
by using the ASM shape parameters xl directly, in addition to the global pose
parameters xg, in the Kalman filter state vector.

3.1 Motion Model

Modeling of motion in addition to position can be accomplished in the prediction
stage of the Kalman filter by augmenting the state vector to contain the last two
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successive state estimates. A motion model which predicts the state x̄ at timestep
k + 1, is then expressed as

x̄k+1 − x0 = A1(x̂k − x0) + A2(x̂k−1 − x0) , (4)

where x̂k is the estimated state from timestep k. Tuning of properties, like damp-
ing and regularization towards the mean state x0 for all deformation parameters,
can then be accomplished by adjusting the coefficients in matrices A1 and A2.
Prediction uncertainty can similarly be adjusted by manipulating the process
noise covariance matrix B0 used in the associated covariance update equation.
The latter will then restrict the change rate of parameter values.

3.2 Measurement Processing

Edge-detection is based on normal displacement measurements vi [4], which are
calculated by measuring the radial distance between detected edge-points pobs,i
and the contour surface pi along selected search normals ni. These displacements
are coupled with associated measurement noise ri to weight the importance of
each edge, based on a measure of edge confidence. Measurement vectors are
calculated by taking the normal projection of the composite state-space Jacobian
for the contour points

hT
i = nT

i

[
∂Tg(pl,xg)i

∂xg

∂Tg(pl,xg)i

∂xl

]
, (5)

which is the concatenation of a global and a local state-space Jacobi matrix.
The global Jacobian is trivially the state-space derivative of the global pose
transformation, while the local Jacobian has to be derived, using the chain-rule
for multivariate calculus, to propagate surface points on the spline through mesh
vertices, and finally to the ASM shape parameters:

∂Tg(pl,xg)
∂xl

=
∑

n∈x,y,z

∂Tg(pl,xg)
∂pl,n

∑

j∈1..Nq

(
∂Tl(xl)n

∂qj
· n̄k

)
A⊥

j . (6)

Here, ∂Tg(pl,xg)/∂pl is the spatial derivative of the global transformation, and
∂Tl(xl)/∂qj is the spatial mesh vertex derivative of the spline interpolant.

3.3 Measurement Assimilation and State Update

All measurements are assimilated in information space prior to the state update
step. Assumption of independent measurements leads to very efficient processing,
allowing summation of all measurement information into an information vector
and matrix of dimensions invariant to the number of measurements:

HT R−1v =
∑

i hir−1
i vi (7)

HT R−1H =
∑

i hir−1
i hT

i . (8)
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The updated state estimate x̂ at timestep k can then by computed by using
the information filter formula for measurement update [11], and the updated
error covariance matrix P̂ is calculated directly in information space:

x̂k = x̄k + P̂kHT R−1v (9)

P̂−1
k = P̄−1

k + HT R−1H . (10)

Using this form, we avoid inversion of matrices with dimensions larger than the
state dimension.

4 Evaluation

4.1 Data Material

For evaluation of the proposed algorithm, apical 3D echocardiograms of one
cardiac cycle from 21 adult patients (11 diagnosed with heart disease) were
recorded using a Vivid 7 scanner (GE Vingmed Ultrasound, Norway) with a
3D transducer (3V). In all patients, meshes corresponding to the endocardial
boundary were determined using a custom-made semi-automatic segmentation
tool (GE Vingmed Ultrasound, Norway). The segmentations were, if needed,
manually adjusted by an expert to serve as independent references equivalent to
manual tracing.

4.2 Experimental Setup and Analysis

Edge measurements were done perpendicular to the mesh surface within a dis-
tance of ±1.5 cm to the surface at approximately 450 locations, using a simple
edge model based on the transition criterion [12]. The ASM was initialized to
the mean shape, and positioned in the middle of the volume in the first frame.
Segmentation was performed on the evaluation set by running the algorithm for
a couple of heartbeats, to give the ASM enough time to lock on to the LV.

The accuracy of the ASM was assessed using the mean of absolute point-to-
mesh distances between the ASM and the reference, averaged over one cardiac
cycle. Volume differences (bias) between the ASM and the reference were calcu-
lated for each frame. End-diastolic volume (EDV), end-systolic volume (ESV),
and EF ((EDV − ESV)/EDV·100%) were compared to the manually verified ref-
erence (two-tailed t-test assuming zero difference), with 95% limits of agreement
(1.96 standard deviations (SD)). EDV and ESV were computed as the maximum
and minimum volume within the cardiac cycle respectively.

5 Results

We observed that common challenges with 3D cardiac ultrasound, such as drop-
outs, shadows, and speckle noise were handled remarkably well, and segmentation
was successful in all of the 21 patients. Some examples are shown in Fig. 2(b-d).
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Fig. 2. LV volumes obtained by the ASM (VASM) in all 21 patients is compared to the
reference (Vref) and shown with the identity line (dashed) in (a). In (b-d), the end-
diastolic segmentation (yellow) in three patients is compared to the reference (red) and
shown along with the volume curve for one cardiac cycle.

The limits of agreement (mean±1.96SD) for the point-to-surface distance were
2.2±1.1 mm, indicating good overall agreement between the ASM and the ref-
erence. From Tab. 1, column 2, we see that the limits of agreement for volumes
were 3.4±20 ml, with a strong correlation (r=0.95). The volume correspondence
between the ASM and the reference is shown in Fig. 2(a).

Table 1. Segmentation results showing ASM versus reference

Volume [ml] EDV [ml] ESV [ml] EF [%]

Difference (mean±1.96SD) 3.4∗±20 -5.9∗±21 6.2∗±19 -7.7∗±12
Correlation coeff. (r) 0.95 0.91 0.91 0.74

* Significantly different from 0, p<0.05.
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We also found a strong EDV correlation (r=0.91), with a bias and 95% limits
of agreement of -5.9±21 ml (Tab. 1, column 3). The correlation in ESV was 0.91,
with limits of agreement of 6.2±19 ml, (Tab. 1, column 4), while the correlation
in EF was 0.74, with limits of agreement of -7.7±12% (Tab. 1, column 5).

The CPU load required to maintain real-time segmentation at 25 frames per
second (fps) was approximately 22% on a 2.16 GHz Intel Core 2 Duo processor.

6 Discussion

We have presented a fully automatic real-time algorithm for robust and accurate
LV segmentation in 3D cardiac ultrasound. This was achieved by combining a
3D ASM with a Kalman filter based tracking algorithm. The feasibility of the
algorithm was demonstrated in 21 patients.

Computational performance was excellent with a CPU load of 22% at 25 fps.
Compared to traditional ASM update schemes, the Kalman filter gives good
segmentation in a single iteration, allowing real-time implementations.

Contours detected by the ASM showed good overall agreement with the ref-
erence shapes, both with respect to point-to-mesh distances and volumes. There
was a significant bias in estimated EDV, ESV, and EF, but with relatively nar-
row 95% limits of agreement. We speculate if the bias is primarily caused by
the simple edge detector used, and better results are expected using a more ad-
vanced edge detector. Robustness was high in the evaluation set, with successful
segmentation in all patients.

Since no user-interaction is required, the algorithm provides rapid analysis
of LV function, and it can potentially provide higher reproducibility than semi-
automatic methods. Adding means of manual corrections when segmentation
fails will be subject for further studies.

The algorithm was evaluated on a population with varying image quality, but
for evaluation of clinical applicability, the algorithm must be tested on a larger
population. Also, an inherent challenge when using ASMs for clinical applica-
tions, is that care must be taken when assembling the training set to ensure
inclusion of a sufficiently wide range of pathologies.

Traditional applications where our algorithm fits well includes rapid analysis of
LV volumes, EF, and regional function. With real-time segmentation, we expect
new applications to emerge, such as patient monitoring, and automated operator
guidance.

7 Conclusion

We have developed a fully automatic algorithm for real-time segmentation of the
left ventricle in 3D cardiac ultrasound. Initial evaluation in 21 patients is very
promising, suggesting that this method is applicable in a clinical setting.
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